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#### Abstract

We investigate expansions of periodic functions with respect to wavelet bases. Direct and inverse theorems for wavelet approximation in $C$ and $L_{p}$ norms are proved. For the functions possessing local regularity we study the rate of pointwise convergence of wavelet Fourier series. We also define and investigate the "discreet wavelet Fourier transform" (DWFT) for periodic wavelets generated by a compactly supported scaling function. The DWFT has one important advantage for numerical problems compared with the corresponding wavelet Fourier coefficients: while fast computational algorithms for wavelet Fourier coefficients are recursive, DWFTs can be computed by explicit formulas without any recursion and the computation is fast enough. © 2000 Academic Press


## 1. INTRODUCTION

In the past 10 years growing interest to wavelets can be explained mainly by their applications. However, it has turned out that some approximating properties of wavelet bases play an important role in analysis. For instance, there exist wavelets that constitute an unconditional basis in $L_{p}(\mathbb{R}), 1<p<\infty$ (see, e.g., [3, Chap. 9]). The Meyer wavelets constitute an optimal basis in the space of continuous periodic functions [13, 14]. Certain functional classes can be described in terms of wavelet Fourier coefficients (see, e.g., $[6,12]$ ). Connections between multiresolution approximation and structure properties of functions on $\mathbb{R}^{d}$ were studied in many publications (see, e.g., [5-9]). In the present paper we study wavelet bases as a tool for approximation of periodic functions.

We now introduce the necessary notation and definitions. Let $\mathbb{T}$ denote the unit circle. If $f \in L(\mathbb{T})$, then $\hat{f}(k)=\int_{\mathbb{T}} f(t) e^{-2 \pi i k t} d t$ is $k$ th Fourier coefficient of $f$ (with respect to the trigonometric system). If $g \in L(\mathbb{R}) \cup L_{2}(\mathbb{R})$, then $\hat{g}$ denotes the Fourier transform of $g$.
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Let $\varphi$ be a function in $L_{2}(\mathbb{R})$ such that $\hat{\varphi}$ is bounded, $\lim _{t \rightarrow 0} \hat{\varphi}(t)=$ $\hat{\varphi}(0) \neq 0$, for almost all $x \in \mathbb{R}$

$$
\begin{equation*}
\sum_{\ell \in \mathbb{Z}}|\hat{\varphi}(x+\ell)|^{2}=1, \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\varphi}(x)=m_{0}(x / 2) \hat{\varphi}(x / 2), \tag{2}
\end{equation*}
$$

where $m_{0} \in L_{2}(\mathbb{T})$. It is known (see, e.g., [3, Chap. 5]) that such a $\varphi$ is a scaling function of a multiresolution analysis in $L_{2}(\mathbb{R})$ and there exists a function $\psi \in L_{2}(\mathbb{R})$ (wavelet function) such that its normalized integer shifts and scales $2^{j / 2} \psi\left(2^{j} \cdot+n\right), j, n \in \mathbb{Z}$, constitute an orthonormal basis in $L_{2}(\mathbb{R})$. The function $\psi$ is defined by

$$
\begin{equation*}
\hat{\psi}(x)=m_{0}((x+1) / 2) \hat{\varphi}(x / 2) e^{\pi i x} . \tag{3}
\end{equation*}
$$

If both the functions $\varphi, \psi$ have sufficient decay, say

$$
\begin{equation*}
\max (|\varphi(x)|,|\psi(x)|) \leqslant \frac{\mathscr{C}}{1+|x|^{1+\varepsilon}}, \quad \varepsilon>0 \tag{4}
\end{equation*}
$$

then the functions

$$
\begin{align*}
& \Phi_{j n}(x)=2^{j / 2} \sum_{\ell \in \mathbb{Z}} \varphi\left(2^{j} x+2^{j} \ell+n\right),  \tag{5}\\
& \Psi_{j n}(x)=2^{j / 2} \sum_{\ell \in \mathbb{Z}} \psi\left(2^{j} x+2^{j} \ell+n\right)
\end{align*}
$$

are in $L_{2}(\mathbb{T})$ and the systems $\left\{\Phi_{j n}\right\}_{n=0}^{2^{j}-1},\left\{\Psi_{j n}\right\}_{n=0}^{2^{j}-1}$ are orthonormal for each $j=0,1,2, \ldots$. Moreover, the spaces

$$
\begin{align*}
V_{j} & =\operatorname{span}\left\{\Phi_{j n}, n=0, \ldots, 2^{j}-1\right\},  \tag{6}\\
W_{j} & =\operatorname{span}\left\{\Psi_{j n}, n=0, \ldots, 2^{j}-1\right\}
\end{align*}
$$

satisfy the properties

$$
V_{0}=\{\text { const }\}, \quad V_{j} \subset V_{j+1}, \quad V_{j+1}=V_{j} \oplus W_{j}, \quad \bigcup_{j=0}^{\infty} V_{j}=L_{2}(\mathbb{T})
$$

for all $j=0,1, \ldots$. This implies that $L_{2}(\mathbb{T})=V_{0} \oplus W_{0} \oplus W_{1} \oplus \cdots$. We shall call the collection $\left\{V_{j}\right\}_{j=0}^{\infty}$ a periodic multiresolution analysis (briefly PMRA) generated by $\varphi$. (Later, in Section 4, we shall introduce a wider class of

PMRA.) Thus, the functions $\Phi_{00}, \Psi_{j n}, j=0,1, \ldots, n=1, \ldots, 2^{j}-1$ (periodic wavelets) constitute an orthonormal basis in $L_{2}(\mathbb{T})$. Since under the assumption (4) these functions are also bounded, we can consider the wavelet Fourier series

$$
\begin{equation*}
\left\langle f, \Phi_{00}\right\rangle \Phi_{00}+\sum_{j=0}^{\infty} \sum_{n=0}^{2^{j}-1}\left\langle f, \Psi_{j n}\right\rangle \Psi_{j n} \tag{7}
\end{equation*}
$$

for each $f \in L(\mathbb{T})$. To transform the double sum in (7) to a single one, we redenote wavelets: $w_{0}=\Phi_{00}, w_{2^{j}+L}=\Psi_{j L}, 0 \leqslant L<2^{j}-1$. Now (7) can be written as

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\langle f, w_{k}\right\rangle w_{k} . \tag{8}
\end{equation*}
$$

Let $s_{N}(f)$ denote the $N$ th partial sum of (8). Since $s_{2^{j}-1}(f)$ is an orthogonal projection of $f$ onto $V_{j}$, and $\left\{\Phi_{j n}\right\}_{n=0}^{2^{j}-1}$ is an orthonormal basis in $V_{j}$,

$$
\begin{equation*}
s_{2^{j}-1}(f)=\sum_{n=0}^{2^{j}}\left\langle f, \Phi_{j n}\right\rangle \Phi_{j n}, \tag{9}
\end{equation*}
$$

and also each $s_{N}(f), N=2^{j}+L, 0 \leqslant L<2^{j}-1$ can be represented in the form

$$
\begin{equation*}
s_{N}(f)=\sum_{n=0}^{2^{j}-1}\left\langle f, \Phi_{j n}\right\rangle \Phi_{j n}+\sum_{n=0}^{L}\left\langle f, \Psi_{j n}\right\rangle \Psi_{j n} . \tag{10}
\end{equation*}
$$

Set $f=w_{0} \equiv 1$ in (8). Since $\left\langle f, w_{k}\right\rangle=\delta_{0 k}$, we have $s_{N}(f)=1$ for all $N$, $j=0,1, \ldots$. Hence

$$
\begin{equation*}
\int_{0}^{1} \sum_{k=0}^{N} w_{k}(x) \overline{w_{k}(t)} d t \equiv 1, \quad \int_{0}^{1} \sum_{k=0}^{2^{j}-1} \Phi_{j k}(x) \overline{\Phi_{j k}(t)} d t \equiv 1 . \tag{11}
\end{equation*}
$$

For a function $f \in L_{p}(\mathbb{T})(f \in C(\mathbb{T})$ for $p=\infty)$, we introduce the following characteristics: the $r$ th modulus of smoothness $\omega_{r}(f, h)_{p}=\sup _{|t| \leqslant h}\left\|\Delta_{t}^{r} f\right\|_{p}$ and the error of best wavelet approximation of order $N, E_{N}(f)_{p}=$ $\inf \|f-T\|_{p}$, where infinimum is taken over all "wavelet polynomials" $T=\sum_{k=0}^{N} \alpha_{k} w_{k}$.

Throughout the paper, $\mathscr{C}$ denotes a constant depending at most on a fixed PMRA and $\mathscr{C}(a, \ldots, b)$ denotes a constant depending at most on $a, \ldots, b$ and the PMRA.

## 2. DIRECT AND INVERSE APPROXIMATION THEOREMS

Theorem 2.1. Let $\varphi$ satisfy (4), $\psi \in C^{(m)}(\mathbb{R})$ with $\psi^{(\ell)}$ bounded for $\ell \leqslant m,|\psi(x)| \leqslant \mathscr{C} /\left(1+|x|^{n}\right), n>m+1, p \in[1, \infty]$. Then

$$
\begin{equation*}
E_{N}(f)_{p} \leqslant\left\|f-s_{N}(f)\right\|_{p} \leqslant \mathscr{C}(p, n, m) \omega_{r}\left(f, \frac{1}{N}\right)_{p}, \quad N=1,2, \ldots \tag{12}
\end{equation*}
$$

for all $f \in L_{p}(\mathbb{T})(f \in C(\mathbb{T})$ for $p=\infty)$ and for all positive integers $r$, $r \leqslant m+1, r<n-1$.

This theorem is a wavelet analog of the classical Jackson's theorem for the trigonometric approximation. However, in contrast to the trigonometric case, not only the errors of best approximation but also the deviations of functions from partial sums of their wavelet Fourier series are majorized by moduli of smoothness.

Theorem 2.1 is known $[13,14]$ for Meyer wavelets. In this case $\left\|f-s_{N}(f)\right\|$ is majorized by the error of trigonometric best approximation moreover, it is majorized by the modulus of smoothness of arbitrary order. The proof of this result was based on very special properties of Meyer wavelets.

Before giving the proof of Theorem 2.1 we shall present three simple auxiliary statements.

Lemma 2.2. Let $g$, $h$ be functions defined on $\mathbb{R}$, $\max (|g(x)|,|h(x)|) \leqslant$ $\mathscr{C} /\left(1+|x|^{1+\varepsilon}\right), \varepsilon>0$, and let $f \in L(\mathbb{T}), j=0,1, \ldots, L=0, \ldots, 2^{j}-1$. Then

$$
\begin{gather*}
\int_{0}^{1} f(t) \sum_{k=0}^{L} \sum_{\ell^{\prime} \in \mathbb{Z}} g\left(2^{j} x+2^{j} \ell^{\prime}+k\right) \sum_{\ell \in \mathbb{Z}} \overline{h\left(2^{j} t+2^{j} \ell+k\right)} d t \\
=\int_{-\infty}^{\infty} f(t) \sum_{v \in \mathbb{Z}(j, L)} g\left(2^{j} x+v\right) \overline{h\left(2^{j} t+v\right)} d t, \tag{13}
\end{gather*}
$$

where $\mathbb{Z}(j, L)=\left\{v \in \mathbb{Z}: v=2^{j} \ell+k, \ell \in \mathbb{Z}, k=0, \ldots, L\right\}$.
The proof of this lemma is trivial.
Lemma 2.3. Let $\mu$ be a bounded, decreasing, and integrable function on $[0, \infty)$. Then for all $x, y \in \mathbb{R}$

$$
\sum_{k \in \mathbb{Z}} \mu(|x+k|) \mu(|y+k|) \leqslant C \mu\left(\frac{|x-y|}{4}\right),
$$

where $C$ is a constant depending only on $\mu$.
The proof of this lemma is simple, a little bit more general statements are presented in $[8,16]$.

Corollary 2.4. If $g$, $h$ satisfy the hypothesis of Lemma 2.2, then

$$
\begin{equation*}
2^{j} \int_{0}^{1}\left|\sum_{k=0}^{L} \sum_{\ell^{\prime} \in \mathbb{Z}} g\left(2^{j} x+2^{j} \ell^{\prime}+k\right) \sum_{\ell \in \mathbb{Z}} \overline{h\left(2^{j} t+2^{j} \ell+k\right)}\right| d t \leqslant C, \tag{14}
\end{equation*}
$$

where $C$ is a constant depending only on the functions $g$, $h$, and $\varepsilon$.
To prove (14), we should apply Lemma 2.2 for $f \equiv 1$ and Lemma 2.3 for $\mu(x)=1 /\left(1+|x|^{1+\varepsilon}\right)$.

Proof of Theorem 2.1. First we assume that $f$ is a trigonometric polynomial and prove the following inequality:

$$
\begin{equation*}
\left\|f-s_{N}(f)\right\|_{p} \leqslant \mathscr{C}(p, r, n) \frac{\left\|f^{(r)}\right\|_{p}}{N^{r}} \tag{15}
\end{equation*}
$$

Let $2^{j} \leqslant N \leqslant 2^{j+1}$, since $\lim _{k \rightarrow \infty}\left\|f-s_{2^{k}-1}(f)\right\|_{p}=0$ (this fact is well known; it also can be easily deduced from (9) and (14)),

$$
\begin{equation*}
f-s_{N}(f)=\left(s_{2^{j}-1}(f)-s_{N}(f)\right)+\sum_{i=j}^{\infty}\left(s_{2^{i+1}-1}(f)-s_{2^{i}-1}(f)\right) . \tag{16}
\end{equation*}
$$

Hence, to prove (15), it suffices to check that

$$
\begin{equation*}
\left\|s_{2^{j}+L}(f)-s_{2^{j}-1}(f)\right\|_{p} \leqslant \mathscr{C}(p, r, n) 2^{-j r}\left\|f^{(r)}\right\|_{p} \tag{17}
\end{equation*}
$$

for all $j=0,1, \ldots, L=0, \ldots, 2^{j}-1$. Using Lemma 2.2 , the Taylor formula

$$
f(t)=\sum_{k=0}^{r-1} \frac{f^{(k)}(x)}{k!}(t-x)^{k}+\frac{1}{(r-1)!} \int_{x}^{t} f^{(r)}(\tau)(t-\tau)^{r-1} d \tau,
$$

and the equalities

$$
\begin{equation*}
\int_{-\infty}^{\infty} x^{\ell} \psi(x) d x=0, \quad \ell=0, \ldots, m \tag{18}
\end{equation*}
$$

(see, e.g., [3, Chap. 5]), we have

$$
\begin{aligned}
& s_{2^{j}+L}(f, x)-s_{2^{j}-1}(f, x) \\
& \quad=2^{j} \int_{0}^{1} f(t) \sum_{k=0}^{L} \sum_{t^{\prime} \in \mathbb{Z}} \psi\left(2^{j} x+2^{j} \ell^{\prime}+k\right) \sum_{\ell \in \mathbb{Z}} \overline{\psi\left(2^{j} t+2^{j} \ell+k\right)} d t \\
& \quad=2^{j} \int_{-\infty}^{\infty} f(t) \sum_{v \in \mathbb{Z}(j, L)} \psi\left(2^{j} x+v\right) \overline{\psi\left(2^{j} t+v\right)} d t \\
& \quad=\frac{2^{j}}{(r-1)!} \int_{-\infty}^{\infty} \int_{x}^{t} f^{(r)}(\tau)(t-\tau)^{r-1} d \tau \sum_{v \in \mathbb{Z}(j, L)} \psi\left(2^{j} x+v\right) \overline{\psi\left(2^{j} t+v\right)} d t .
\end{aligned}
$$

It is possible to change the order of summation and integration, by Lebesgue's theorem. Set $\mu(u)=1 /\left(1+|u|^{n}\right)$. By Lemma 2.3,

$$
\left|\sum_{v \in \mathbb{Z}(j, L)} \psi(u+v) \overline{\psi(v+v)} d t\right| \leqslant \mathscr{C}(n) \mu(u-v)
$$

for all $u, v \in \mathbb{R}$. Hence

$$
\begin{align*}
& \left|s_{2^{j}+L}(f, x)-s_{2^{j}-1}(f, x)\right| \\
& \quad \leqslant \mathscr{C}(n) 2^{j} \int_{-\infty}^{\infty}\left|\int_{x}^{t} f^{(r)}(\tau)(t-\tau)^{r-1} d \tau\right| \mu\left(2^{j}(t-x)\right) d t \\
& \quad=\mathscr{C}(n) 2^{j} \int_{-\infty}^{\infty}\left|\int_{x}^{x+t}\right| f^{(r)}(\tau)| | t+x-\left.\tau\right|^{r-1} d \tau \mid \mu\left(2^{j} t\right) d t . \tag{19}
\end{align*}
$$

Applying Jensen's inequality for $p<\infty$, we obtain from (19)

$$
\begin{align*}
& \left\|s_{2^{j}+L}(f)-s_{2^{j}}(f)\right\|_{p} \\
& \quad \leqslant 2^{j} \int_{-\infty}^{\infty} d t \mu\left(2^{j} t\right)\left(\int_{0}^{1}\left|\int_{x}^{x+t}\right| f^{(r)}(\tau)| | x+t-\left.\left.\tau\right|^{r-1} d \tau\right|^{p} d x\right)^{1 / p} \\
& \leqslant \mathscr{C}(p, r, n) 2^{j} \int_{-\infty}^{\infty} d t \mu\left(2^{j} t\right) \\
& \quad \times\left(\left.\int_{0}^{1}|t|^{r(p-1)}\left|\int_{x}^{x+t}\right| f^{(r)}(\tau)\right|^{p}|x+t-\tau|^{r-1} d \tau \mid d x\right)^{1 / p} . \tag{20}
\end{align*}
$$

If $|t| \geqslant 1$, then taking into account the periodicity of $f^{(r)}$, we have

$$
\left.\left.\left|\int_{x}^{x+t}\right| f^{(r)}(\tau)\right|^{p}|x+t-\tau|^{r-1} d \tau\left|\leqslant|t|^{r-1}\right| \int_{x}^{x+t}\left|f^{(r)}\right|^{p}|\leqslant 2| t\right|^{r}\left\|f^{(r)}\right\|_{p}^{p}
$$

This implies that

$$
\begin{equation*}
\left.\left.\int_{0}^{1} d x\left|\int_{x}^{x+t}\right| f^{(r)}(\tau)\right|^{p}|x+t-\tau|^{r-1} d \tau|\leqslant \mathscr{C}(r)| t\right|^{r}\left\|f^{(r)}\right\|_{p}^{p} \tag{21}
\end{equation*}
$$

If $0 \leqslant t<1$, then

$$
\begin{aligned}
& \int_{0}^{1} d x \int_{x}^{x+t}\left|f^{(r)}(\tau)\right|^{p}|x+t-\tau|^{r-1} d \tau \\
& \quad \leqslant \int_{0}^{t+1}\left|f^{(r)}(\tau)\right|^{p} d \tau \int_{\tau-t}^{\tau}(t+x-\tau)^{r-1} d x \leqslant \frac{2}{r}\left\|f^{(r)}\right\|_{p}^{p} t^{r} .
\end{aligned}
$$

Thus, (21) holds also in this case. Similarly, if $-1<t<0$, then

$$
\begin{aligned}
& \left.\left|\int_{x}^{x+t}\right| f^{(r)}(\tau)\right|^{p}|x+t-\tau|^{r-1} d \tau \mid \\
& \quad \leqslant \int_{t}^{1}\left|f^{(r)}(\tau)\right|^{p} d \tau \int_{\tau}^{\tau-t}(\tau-x-t)^{r-1} d x \leqslant \frac{2}{r}\left\|f^{(r)}\right\|_{p}^{p}|t|^{r} .
\end{aligned}
$$

Again this implies (21).
Substituting (21) into (20) yields

$$
\left\|s_{2^{j}+L}(f)-s_{2^{j}-1}(f)\right\|_{p} \leqslant \mathscr{C}(p, r, n)\left\|f^{(r)}\right\|_{p} 2^{j} \int_{-\infty}^{\infty}|t|^{r} \mu\left(2^{j} t\right) d t
$$

for $p<\infty$. For $p=\infty$, the inequality

$$
\left\|s_{2^{j}+L}(f)-s_{2^{j}-1}(f)\right\|_{\infty} \leqslant \mathscr{C}(r, n)\left\|f^{(r)}\right\|_{\infty} 2^{j} \int_{-\infty}^{\infty}|t|^{r} \mu\left(2^{j} t\right) d t .
$$

evidently follows from (19). These relations imply (15) immediately, whenever we change variable in the integrals and take into account that the functions $\mu$, $|t|^{r} \mu(t)$ are summable on $\mathbb{R}$. Hence, (15) holds for all trigonometric polynomials. Thus (15) implies (12) for each trigonometric polynomial $f$, due to the following theorem of Zhuk [19].

Theorem 2.5. Let $\Phi$ be a non-negative semi-additive functional on $L_{p}(\mathbb{T})$ $(C(\mathbb{T})), \quad Y_{r, n}=\sup \left(\Phi(g) /\left\|g^{(r)}\right\|_{p}\right)$, where the supremum is taken over all trigonometric polynomials $g$ of order $n, Y_{r}=\sup _{k} Y_{r, k}$. Then for all positive integers $N, r$ and all trigonometric polynomials $f$

$$
\Phi(f) \leqslant A_{r}\left(1+Y_{0}+N^{r} Y_{r N}\right) \omega_{r}\left(f, \frac{1}{N}\right)_{p}
$$

where $A_{r}$ is a constant depending only on $r$.
To prove Theorem 2.1 for an arbitrary function $f \in L_{p}(\mathbb{T})(f \in C(\mathbb{T})$ for $p=\infty)$ it remains to approximate $f$ in the norm by a trigonometric polynomial $f_{1}$, to apply (2.1) to $f_{1}$, and to take into account that $\left\|s_{N}(f)\right\|_{p} \leqslant$ $\mathscr{C}(p)\|f\|_{p}, \omega_{r}\left(f, \frac{1}{N}\right) \leqslant \mathscr{C}(r)\|f\|_{p}$.

Remark. In the hypotheses of Theorem 2.1 the smoothness of $\psi$ can be replaced by (18).

Theorem 2.6. Let $\varphi \in C^{(m)}(\mathbb{R})$ satisfy (4) and $\left|\varphi^{(m)}(x)\right| \leqslant \mathscr{C} /\left(1+|x|^{1+\varepsilon}\right)$, $\varepsilon>0, p \in[1, \infty]$. Then

$$
\begin{equation*}
\left\|f^{(m)}\right\|_{p} \leqslant \mathscr{C}(p, m) 2^{m j}\|f\|_{p} \tag{22}
\end{equation*}
$$

for all $f \in V_{j}, j=0,1, \ldots$.

This theorem is a wavelet analog of Bernstein's inequality for trigonometric polynomials.

Proof. Let $f \in V_{j}$. Since $f=s_{2^{j}-1}(f)$, by (9), we have

$$
\begin{equation*}
f(x)=2^{j} \int_{0}^{1} f(t) \sum_{k=0}^{2^{j}-1} \sum_{\ell^{\prime} \in \mathbb{Z}} \varphi\left(2^{j} t+2^{j} \ell^{\prime}+k\right) \sum_{\ell \in \mathbb{Z}} \overline{\varphi\left(2^{j} x+2^{j} \ell+k\right)} d t . \tag{23}
\end{equation*}
$$

Hence

$$
\begin{equation*}
f^{(m)}(x)=2^{j(m+1)} \int_{0}^{1} f(t) K_{j}(x, t) d t \tag{24}
\end{equation*}
$$

where

$$
K_{j}(x, t)=\sum_{k=0}^{2^{j}-1} \sum_{\ell^{\prime} \in \mathbb{Z}} \varphi^{(m)}\left(2^{j} x+2^{j} \ell^{\prime}+k\right) \sum_{\ell \in \mathbb{Z}} \overline{\varphi\left(2^{j} t+2^{j} \ell+k\right)} .
$$

For $p=\infty$ (22) follows from this immediately, due to Corollary 2.4 with $g=\varphi, h=\varphi^{(m)}$. Consider $p<\infty$. By Jensen's inequality, (24) implies

$$
\left\|f^{(m)}\right\|_{p}^{p} \leqslant 2^{j(m+1)} \int_{0}^{1} d x\left(\int_{0}^{1}\left|K_{j}(x, t)\right| d t\right)^{p-1} \int_{0}^{1}|f(t)|^{p}\left|K_{j}(x, t)\right| d t .
$$

Finally, applying Corollary 2.4, we obtain (22).
Theorem 2.7. Let $\varphi$ satisfy the hypothesis of Theorem $2.6, p \in[1, \infty]$. Then

$$
\begin{aligned}
\omega_{m}(f, h)_{p} & \leqslant \mathscr{C}(p, m) h^{m} \sum_{0 \leqslant \ell \leqslant h^{-1}}(\ell+1)^{m-1} E_{\ell}(f)_{p} \\
& \leqslant \mathscr{C}(p, m) h^{m} \sum_{0 \leqslant \ell \leqslant h^{-1}}(\ell+1)^{m-1}\left\|f-s_{\ell}(f)\right\|_{p}
\end{aligned}
$$

for all $h>0$ and $f \in L_{p}(\mathbb{T})(f \in C(\mathbb{T})$ for $p=\infty)$. Moreover, if

$$
\sum_{\ell=1}^{\infty} \ell^{m-1}\left\|f-s_{\ell}(f)\right\|_{p}<\infty
$$

then the function $f$ has a derivative of order $m$ almost everywhere (at each point in the case $p=\infty), f^{(m)} \in L_{p}(\mathbb{T})\left(f^{(m)} \in C(\mathbb{T})\right.$ for $\left.p=\infty\right)$, and

$$
\left\|f^{(m)}-s_{n}^{(m)}(f)\right\|_{p} \leqslant \mathscr{C}(p, m) \sum_{\ell=[n / 2]}^{\infty}(\ell+1)^{m-1}\left\|f-s_{\ell}(f)\right\|_{p}
$$

To prove this theorem we should repeat the proof of the similar statement for trigonometric polynomials (see, e.g., [11]) using Theorem 2.6 instead of the classical Bernstein's inequality.

The hypotheses of both Theorem 2.1 and Theorem 2.7 hold for the wavelets generated by a smooth compactly supported scaling function. Such wavelets were constructed by Daubechies (see [3, Chap. 6]). For these wavelets Theorems 2.1 and 2.7 give the following statement.

Corollary 2.8. Let $\varphi, \psi \in C^{(m)}(\mathbb{R})$ be compactly supported with $\psi^{(\epsilon)}$ bounded for $\ell \leqslant m$, and let $r \leqslant m-1$ be a non-negative integer, $\alpha \in[0,1)$, $\alpha^{2}+r^{2}>0,1 \leqslant p \leqslant \infty, f \in L_{p}(\mathbb{T}),(f \in C(\mathbb{T})$ for $p=\infty)$. Then the relations $E_{N}(f)_{p}=O\left(1 / N^{r+\alpha}\right), \quad\left\|f-s_{N}(f)\right\|_{p}=O\left(1 / N^{r+\alpha}\right), \quad \omega_{r+1}(f, h)_{p}=O\left(h^{r+\alpha}\right)$ are equivalent.

Corollary 2.9. Let numbers $r, \alpha$ and functions $\varphi, \psi$ satisfy the conditions of Corollary 2.8 and let $f \in C(\mathbb{T})$. The relation

$$
\begin{equation*}
\omega_{r+1}(f, h)_{\infty}=O\left(h^{r+\alpha}\right) \tag{25}
\end{equation*}
$$

holds if and only if

$$
\begin{equation*}
\left\langle f, w_{N}\right\rangle=O\left(2^{-j(r+\alpha+1 / 2)}\right) \tag{26}
\end{equation*}
$$

for all $N=2^{j}+n, n=0, \ldots, 2^{j}-1$.
Proof. Due to Theorem 2.1 and the evident relation $\left\|w_{N}\right\|_{1}=O\left(2^{-j / 2}\right)$, $N=2^{j}+n, n=0, \ldots, 2^{j}-1$, we have (25) $\Rightarrow(26)$. It follows from Corollary 2.8 and (16) that (25) is equivalent to $\left\|s_{2^{j}+\ell}-s_{2^{j}-1}\right\|_{\infty}=O\left(2^{-j(r+\alpha)}\right)$, $\ell=0, \ldots, 2^{j}-1$. If (26) holds, then $\left\|s_{2^{j}+\ell}-s_{2^{j}-1}\right\|_{\infty}=O\left(2^{-j(r+\alpha+1 / 2)} \times\right.$ $\left.\left\|\sum_{k=0}^{\ell}\left|w_{k}\right|\right\|_{\infty}\right)$. To prove $(26) \Rightarrow(25)$ it remains to note that $\sum_{k=0}^{\ell}\left|w_{k}\right|=$ $O\left(2^{j / 2}\right)$ because of the compactness of the support of $\psi$.

Corollary 2.10. Let a number $r$ and functions $\varphi$, $\psi$ satisfy the conditions of Corollary $2.8,1 \leqslant p \leqslant \infty, 0<\alpha<r, 0<q<\infty$. A function $f \in L_{p}(\mathbb{T})$ $(f \in C(\mathbb{T})$ for $p=\infty)$ belongs to the Besov space $B_{q}^{\alpha}\left(L_{p}\right)$ if and only if $\left(\sum_{n=1}^{\infty} \frac{1}{n}\left(n^{\alpha}\left\|f-s_{n-1}(f)\right\|_{p}\right)^{q}\right)^{1 / q}<\infty$.

This statement follows immediately from Theorems 2.1, 2.6, due to Theorem 9.1 from [4].

## 3. LOCAL CONVERGENCE

In this section we study wavelet approximation of functions possessing local regularity.

Let $x_{0} \in \mathbb{R}, \alpha>0$. We say that a function $f \in L(\mathbb{T})$ belongs to $\mathscr{L}_{\alpha}\left(x_{0}\right)$ if there exists a number $s$ such that

$$
\begin{equation*}
\frac{1}{h} \int_{\left|x-x_{0}\right| \leqslant h}|f(x)-s| d x=O\left(h^{\alpha}\right), \quad \text { as } \quad h \rightarrow 0 . \tag{27}
\end{equation*}
$$

Theorem 3.1. Let $f \in \mathscr{L}_{\alpha}\left(x_{0}\right), \alpha>0$. If $|\varphi(x)| \leqslant \mathscr{C} /\left(1+|x|^{m}\right)$, $m>1$, then

$$
\begin{equation*}
\left|s_{2^{j}-1}\left(f, x_{0}\right)-s\right|=O\left(2^{-j \min \{\alpha, m-1\}}\right), \quad j \rightarrow \infty, \tag{28}
\end{equation*}
$$

for $\alpha \neq m-1$;

$$
\begin{equation*}
\left|s_{2^{j}-1}\left(f, x_{0}\right)-s\right|=O\left(j 2^{-j \alpha}\right), \quad j \rightarrow \infty, \tag{29}
\end{equation*}
$$

for $\alpha=m-1$. If, moreover, $|\psi(x)| \leqslant \mathscr{C} /\left(1+|x|^{n}\right), n>1$, then

$$
\begin{equation*}
\left|s_{N}\left(f, x_{0}\right)-s\right|=O\left(N^{-\min \{\alpha, n-1\}}\right), \quad N \rightarrow \infty, \tag{30}
\end{equation*}
$$

for $\alpha \neq n-1$;

$$
\begin{equation*}
\left|s_{N}\left(f, x_{0}\right)-s\right|=O\left(N^{-\alpha} \log N\right), \quad N \rightarrow \infty, \tag{31}
\end{equation*}
$$

for $\alpha=n-1$.
Proof. It follows from (9), (11) that

$$
s_{2^{j}-1}\left(f, x_{0}\right)-s=\int_{0}^{1}(f(t)-s) \sum_{n=0}^{2^{j}-1} \Phi_{j n}(t) \overline{\Phi_{j n}\left(x_{0}\right)} d t .
$$

Hence, by Lemmas 2.2, 2.3,

$$
\begin{equation*}
\left|s_{2^{j}-1}\left(f, x_{0}\right)-s\right| \leqslant 2^{j} \int_{-\infty}^{\infty}|f(t)-s| \mu\left(2^{j}\left(t-x_{0}\right)\right) d t, \tag{32}
\end{equation*}
$$

where $\mu(u)=\mathscr{C} /\left(1+|u|^{m}\right)$. Let $j_{0}$ be a positive integer such that

$$
\begin{equation*}
\frac{1}{h} \int_{\left|x-x_{0}\right| \leqslant h}|f(x)-s| d x \leqslant \mathscr{C} h^{\alpha}, \quad 0<h \leqslant 2^{-j_{0}} \tag{33}
\end{equation*}
$$

Due to the monotonicity of $\mu$, for all $j \geqslant j_{0}$

$$
\begin{aligned}
& \left|s_{2^{j}-1}\left(f, x_{0}\right)-s\right| \\
& \leqslant 2^{j+1}\left(\mu(0) \int_{\left|t-x_{0}\right|<2^{-j}}|f(t)-s| d t+\sum_{k=-j}^{\infty} \mu\left(2^{j+k}\right)\right. \\
& \left.\quad \times \int_{2^{k} \leqslant\left|t-x_{0}\right| \leqslant 2^{k+1}}|f(t)-s| d t\right)
\end{aligned}
$$

$$
\begin{align*}
\leqslant & 2^{j+1} \mu(0) \int_{\left|t-x_{0}\right|<2^{-j}}|f(t)-s| d t \\
& +\sum_{k=-j+1}^{-j_{0}} 2^{j+1} \mu\left(2^{j+k}\right) \int_{\left|t-x_{0}\right|<2^{k}}|f(t)-s| d t \\
& +\sum_{k=-j_{0}+1}^{\infty} 2^{j+1} \mu\left(2^{j+k}\right) \int_{\left|t-x_{0}\right|<2^{k}}|f(t)-s| d t=\Sigma_{0}+\Sigma_{1}+\Sigma_{2} \tag{34}
\end{align*}
$$

Using (3.1) we have

$$
\begin{align*}
& \Sigma_{0}=O\left(2^{-j \alpha}\right)=O\left(2^{-j \min \{\alpha, m-1\}}\right) \\
& \Sigma_{1}=O(1) 2^{j} \sum_{k=-j}^{-j_{0}} 2^{k(\alpha+1)} 2^{-(j+k) m}=O\left(2^{j(1-m)} \sum_{k=-j+1}^{-j_{0}} 2^{k(\alpha+1-m)}\right) \tag{35}
\end{align*}
$$

This gives

$$
\begin{array}{ll}
\Sigma_{1}=O\left(2^{-j \min \{\alpha, m-1\}}\right), & \text { if } \alpha \neq m-1 \\
\Sigma_{1}=O\left(j 2^{-j \alpha}\right), & \text { if } \alpha=m-1 \tag{37}
\end{array}
$$

To estimate $\Sigma_{2}$, we note that the function $I(h)=\frac{1}{h} \int_{\left|t-x_{0}\right|<h}|f(t)-s| d t$ is bounded on $(0, \infty)$. This implies that

$$
\begin{align*}
\Sigma_{2} & =O(1) \sum_{k=-j_{0}+1}^{\infty} 2^{j+k} \mu\left(2^{j+k}\right)=O(1) \sum_{k=-j_{0}+1}^{\infty} 2^{(j+k)(1-m)} \\
& =O(1) 2^{j(1-m)} \sum_{k=-j_{0}+1}^{\infty} 2^{k(1-m)}=O\left(2^{-j(m-1)}\right)=O\left(2^{-j \min \{\alpha, m-1\}}\right) \tag{38}
\end{align*}
$$

Combining (35), (36), (37), (38) with (34), we obtain (28), (29). In particular, (28) or (29) implies that the sequence $\left\{s_{2^{j}-1}\left(f, x_{0}\right)\right\}_{j=1}^{\infty}$ converges to $s$. From this it follows that (16) holds at the point $x_{0}$. Hence to prove (30), (31) it suffices to establish the relations

$$
\begin{array}{ll}
s_{2^{j}+L}\left(f, x_{0}\right)-s_{2^{j}-1}\left(f, x_{0}\right)=O\left(2^{-j \min \{\alpha, m-1\}}\right), & \text { if } \alpha \neq m-1, \\
s_{2^{j}+L}\left(f, x_{0}\right)-s_{2^{j}-1}\left(f, x_{0}\right)=O\left(j 2^{-j \alpha}\right), & \text { if } \alpha=m-1, \tag{40}
\end{array}
$$

for all $j=0,1, \ldots, L=0, \ldots, 2^{j}-1$.

Since, due to (11), the left-hand sides of these equalities can be represented as

$$
\int_{0}^{1}(f(t)-s) \sum_{k=0}^{L} \Psi_{j k}(t) \overline{\Psi_{j k}\left(x_{0}\right)} d t,
$$

(39), (40) can be proved similarly to (28), (29).

Next we shall show that estimates (28), (29), (30), (31) cannot be improved in general. Consider the special case $\alpha<n-1, \alpha<m-1$ which holds, for example, if the functions $\varphi, \psi$ are compactly supported. In this case (28) and (30) look like

$$
\begin{equation*}
\left|s_{N}\left(f, x_{0}\right)-s\right|=O\left(N^{-\alpha}\right), \quad N \rightarrow \infty . \tag{41}
\end{equation*}
$$

The following example illustrates that (41) is sharp. Consider the Haar system that is a wavelet system with

$$
\varphi(x)=\left\{\begin{array}{ll}
1, & \text { if } 0 \leqslant x<1,  \tag{42}\\
0, & \text { otherwise },
\end{array} \quad \psi(x)= \begin{cases}1, & \text { if } 0 \leqslant x<1 / 2 \\
-1, & \text { if } 1 / 2 \leqslant x<1 \\
0, & \text { otherwise }\end{cases}\right.
$$

Set $f(t)=t^{\alpha}$ on $[0, \delta], f(x)=0$ on $[-\delta, 0]$. It is clear that $f \in L(\mathbb{T})$ and satisfies (27) with $s=0, x_{0}=0$. Consider the $\left(2^{j}-1\right)$ th partial sums:

$$
s_{2^{j}-1}(f, x)=2^{j} \int_{0}^{1} f f(t) \sum_{k=0}^{2 j-1} \sum_{\ell \in \mathbb{Z}} \varphi\left(2^{j} x+2^{j} \ell+k\right) \sum_{\ell^{\prime} \in \mathbb{Z}} \overline{\varphi\left(2^{j} t+2^{j} \ell^{\prime}+k\right)} d t .
$$

If $x \in\left[0,2^{-j}\right)$, then $\sum_{\ell \in \mathbb{Z}} \varphi\left(2^{j} x+2^{j} \ell\right)=1$ and $\sum_{\ell \in \mathbb{Z}} \varphi\left(2^{j} x+2^{j} \ell+k\right)=0$ for $k=1, \ldots, 2^{j}-1$. This implies that for all $j$ large enough

$$
\left|s_{2^{j}-1}(f, 0)\right|=2^{j} \int_{0}^{2^{-j}} f(t) d t=2^{j} \int_{0}^{2^{-j}} t^{\alpha} d t=\frac{1}{\alpha} 2^{-j \alpha}
$$

Thus, the right-hand side of (41) can not be replaced by $o\left(N^{-\alpha}\right)$.
Now we consider the case $n-1<\alpha$. In this case

$$
\left|s_{N}\left(f, x_{0}\right)-s\right|=O\left(N^{(1-n)}\right), \quad N \rightarrow \infty
$$

In particular, the following "localization principle" holds: if $f \equiv 0$ on a neighborhood of a point $x_{0}$, then (43) is valid. There exists an example [17] illustrating that (43) is sharp.

The following example illustrates that the estimates (29), (31) are sharp. Define $\varphi$ by

$$
\hat{\varphi}(u)= \begin{cases}1, & \text { if } \quad|u|<1 / 3, \\ \left|\sin \frac{3 \pi u}{2}\right|, & \text { if } \quad 1 / 3<|u|<2 / 3 \\ 0, & \text { if } \quad|u|>2 / 3\end{cases}
$$

This is a scaling function of Meyer non-smooth wavelets (see, e.g., [3, Chap.5]), It is not difficult to compute $\varphi$ explicitly:

$$
\varphi(u)=\frac{\sin 2 \pi u / 3}{2 \pi u}+\frac{6 \cos 4 \pi u / 3+8 u \sin 2 \pi u / 3}{\pi\left(9-16 u^{2}\right)} .
$$

It is clear that $\varphi(u)$ decays as $u^{-2}$. We can also compute $\psi$, due to the equality $\hat{\psi}(u)=e^{i \pi u}(\hat{\varphi}(u+1)+\hat{\varphi}(u-1)) \hat{\varphi}(u / 2)$ (see [3, Chap. 5]), and verify that $\psi(u)=O\left(u^{-2}\right)$. Thus, $\varphi$ generates a PMRA and the functions $\varphi$, $\psi$ satisfy the hypothesis of Theorem 3.1 with $n=m=2$. We shall prove that for any $\gamma(u)=o(u \log u), u \rightarrow+0$ there exists a 1-periodic function $f \in L(\mathbb{T})$ satisfying (27) with $x_{0}=0, s=0, \alpha=1$ such that $\lim \sup _{j \rightarrow \infty} \mid \gamma^{-1}\left(2^{-j}\right) \times$ $s_{2^{j}-1}(f, 0) \mid=\infty$. Due to the Banach-Steinhaus theorem, it suffices to find a sequence of positive integers $\left\{M_{j}\right\}_{j}, M_{j} \rightarrow \infty$ and a sequence of functions $\left\{f_{j}\right\}_{j}, f_{j} \in L(\mathbb{T})$, such that

$$
\begin{equation*}
\sup _{h>0} \frac{1}{h^{2}} \int_{-h}^{h}\left|f_{j}\right| \leqslant C, \tag{44}
\end{equation*}
$$

where $C$ is an absolute constant, and $\left|\gamma^{-1}\left(2^{-j}\right) s_{2^{j}-1}\left(f_{j}, 0\right)\right| \geqslant M_{j}$ for some subsequence of positive integers $j$. Consider a sequence of positive integers $N_{j}=2^{j}-1$ with even $j$. Using the Poisson summation formula, we have

$$
\sum_{\ell \in \mathbb{Z}} \varphi\left(2^{j}(x+\ell)+k\right)=\sum_{n \in \mathbb{Z}} \hat{\varphi}\left(2^{-j} n\right) e^{2 \pi i n x} e^{2 \pi i n k 2^{-j}}
$$

Then taking into account that $\sum_{k=0}^{2 j-1} e^{2 \pi i k m 2-j}=0$ for all $m \neq 2^{j} \ell, \ell \in \mathbb{Z}$, and $\operatorname{supp} \hat{\varphi} \cap \operatorname{supp} \hat{\varphi}(\cdot+k)=0$ for $k \in \mathbb{Z},|k| \geqslant 2$, we obtain

$$
\begin{aligned}
s_{N_{j}}(f, x)= & \int_{0}^{1} f(t) \sum_{n \in \mathbb{Z}} \hat{\varphi}\left(2^{-j} n\right) e^{2 \pi i n(t-x)}\left(\hat{\varphi}\left(2^{-j} n\right)+\hat{\varphi}\left(2^{-j_{n}}-1\right) e^{2 \pi i 2^{j} x}\right. \\
& \left.+\hat{\varphi}\left(2^{-j_{n}}+1\right) e^{-2 \pi i \nu^{j} x}\right) d t
\end{aligned}
$$

for all $f \in L(\mathbb{T})$. This implies that

$$
s_{N_{j}}(f, 0)=\sum_{n \in \mathbb{Z}} \lambda\left(2^{-j_{n}}\right) \hat{f}(n),
$$

where $\lambda(u)=\hat{\varphi}^{2}(u)+\hat{\varphi}(u)(\hat{\varphi}(u-1)+\hat{\varphi}(u+1))$. It is not difficult to verify that $\hat{\lambda}(u)=\alpha(u)+\beta(u)$, where

$$
\begin{aligned}
& \alpha(u)=\frac{9(\sin 2 \pi u / 3+\sin 4 \pi u / 3)}{2 \pi u\left(9-4 u^{2}\right)}, \\
& \beta(u)=\frac{3(\cos 2 \pi u / 3+\cos 4 \pi u / 3)}{\pi\left(9-4 u^{2}\right)} .
\end{aligned}
$$

Set $\sigma_{N}(f, x)=\sum_{n \in \mathbb{Z}} \lambda\left(\frac{n}{N}\right) \hat{f}(n) e^{2 \pi i n x}$. This is a linear summation method of Fourier series with summable $\hat{\lambda}$. It is well known that $\sigma_{N}(f)$ can be represented in the following form:

$$
\sigma_{N}(f, x)=\int_{-\infty}^{\infty} f\left(x+\frac{t}{N}\right) \hat{\lambda}(t) d t
$$

Since $\sigma_{2^{j}}(f, 0)=s_{N_{j}}(f, 0)$, we obtain

$$
\begin{equation*}
s_{N_{j}}(f, 0)=\int_{-\infty}^{\infty} f\left(2^{-j} t\right) \hat{\lambda}(t) d t . \tag{45}
\end{equation*}
$$

Set $\omega=\left\{k_{r}=2^{r+j / 2}, \ldots, 2^{r+j / 2}+2^{2 r-1}, r=1, \ldots, \frac{j}{2}-3\right\}, e_{k}=[3 k, 3 k+1 / 2]$, $k \in \mathbb{Z}, \Omega=\bigcup_{k \in \omega} e_{k}$. It is not difficult to see that $\Omega \subset\left[0,2^{j-1}\right]$ and $e_{k} \cap e_{\ell}=\varnothing$ for all $k, \ell \in \omega, k \neq \ell$, whenever $j \geqslant 4$. Introduce even 1-periodic functions $f_{j}$ defined on $[0,1 / 2]$ by

$$
f_{j}(x)= \begin{cases}-1, & \text { if } \quad 2^{j} x \in \Omega, \\ 0, & \text { if } \quad 2^{j} x \in\left[0,2^{j-1}\right] \backslash \Omega .\end{cases}
$$

Since $f_{j} \equiv 0$ on $\left[0,2^{1-j / 2}\right],(44)$, evidently, holds for all $h \leqslant 2^{1-j / 2}$. If $2^{\ell-j / 2}$ $\leqslant h<2^{\ell+1-j / 2}, 1 \leqslant \ell \leqslant \frac{j}{2}-4$, we have

$$
\begin{aligned}
\int_{0}^{h}\left|f_{j}\right| & =\int_{\Omega \cap[0, h]}\left|f_{j}\right| \leqslant \sum_{r=1}^{\ell} \sum_{k_{r}=2^{r+j / 2}}^{2 r-1+2^{r+j / 2}} 2^{-j-1} \\
& \leqslant 2^{-j-1} \sum_{r=1}^{\ell} 2^{2 r}=O\left(2^{2 \ell-j}\right)=O\left(h^{2}\right) .
\end{aligned}
$$

It is clear that

$$
\begin{aligned}
\int_{-\infty}^{\infty} f_{j}\left(2^{-j} t\right) \hat{\lambda}(t) d t & =\int_{-\infty}^{\infty} f_{j}\left(2^{-j} t\right) \beta(t) d t+O\left(2^{-j}\right) \\
& =-\frac{3}{2 \pi} \int_{0}^{\infty} f_{j}\left(2^{-j} t\right) P(t) \frac{d t}{t^{2}}+O\left(2^{-j}\right),
\end{aligned}
$$

where $P(t)=\cos (2 \pi t / 3)+\cos (4 \pi t / 3)$. Further,

$$
-\int_{0}^{\infty} f_{j}\left(2^{-j} t\right) P(t) \frac{d t}{t^{2}}=\int_{\Omega} P(t) \frac{d t}{t^{2}}+O\left(2^{-j}\right) .
$$

Since $P(t)$ is 3-periodic and non-negative on $\Omega$, for all even $j>6$

$$
\begin{aligned}
\int_{\Omega} P(t) \frac{d t}{t^{2}} & =\sum_{r=1}^{j / 2-3} \sum_{k_{r}=2^{r+j / 2}}^{2^{r+j / 2}+2^{2 r-1}} \int_{e_{k_{r}}} P(t) \frac{d t}{t^{2}} \geqslant \sum_{r=1}^{j / 2-3} \int_{2^{r+j / 2}+1}^{2^{r+j / 2}+2^{2 r-1}+1} \frac{d t}{9 t^{2}} \int_{e_{0}} P \\
& \geqslant \frac{1}{9} \sum_{r=1}^{j / 2-3} \frac{2^{2 r-1}}{\left(2^{r+j / 2}+1\right)\left(2^{2 r-1}+2^{r+j / 2}+1\right)} \int_{e_{0}} P \\
& \geqslant 2^{-j-7}\left(\frac{j}{2}-3\right) \int_{e_{0}} P \geqslant M j 2^{-j},
\end{aligned}
$$

where $M$ is an absolute positive constant. Finally using (45), we obtain

$$
\left|\gamma^{-1}\left(1 / N_{j}\right) s_{N_{j}}\left(f_{j}, 0\right)\right| \geqslant M \frac{\log N_{j} / N_{j}}{\left|\gamma\left(1 / N_{j}\right)\right|}=M_{j} \xrightarrow[j \rightarrow \infty]{ } \infty .
$$

Next we consider the following substitute for (27): a function $f \in L(\mathbb{T})$ is said to belong to $\mathscr{L}_{r, \alpha}\left(x_{0}\right), \alpha>0, x_{0} \in \mathbb{R}$, if there exists a polynomial $P$ of order $r, 0 \leqslant r \leqslant \alpha$, such that

$$
\frac{1}{h} \int_{\left|x-x_{0}\right| \leqslant h}\left|f(x)-P\left(x-x_{0}\right)\right| d x=O\left(h^{\alpha}\right) .
$$

The class $\mathscr{L}_{r, \alpha}\left(x_{0}\right)$ was introduced by Calderon and Zygmund [1].
Theorem 3.2. Let $\varphi$ satisfy (4), $\psi \in C^{(m)}(\mathbb{R})$ with $\psi^{(\ell)}$ bounded for $\ell \leqslant m,|\psi(x)| \leqslant \mathscr{C} /\left(1+|x|^{n}\right), n>1$. If $f \in \mathscr{L}_{r, \alpha}\left(x_{0}\right), \alpha>0, r \leqslant m, r<n-1$, then

$$
\begin{equation*}
\left|s_{N}\left(f, x_{0}\right)-P(0)\right|=O\left(N^{-\min \{\alpha, n-1\}}\right), \quad N \rightarrow \infty, \tag{46}
\end{equation*}
$$

for $\alpha \neq n-1$, and

$$
\begin{equation*}
\left|s_{N}\left(f, x_{0}\right)-P(0)\right|=O\left(N^{-\alpha} \log N\right), \quad N \rightarrow \infty, \tag{47}
\end{equation*}
$$

for $\alpha=n-1$.
Proof. Let $\alpha \neq n-1$. It is clear that $x_{0}$ is a Lebesgue point of $f$. Then $s_{N}\left(f, x_{0}\right)$ converges to $P(0)$ (see, e.g., [15]). On the basis of this and (16), it suffices to prove that

$$
\begin{equation*}
s_{2^{j}+L}\left(f, x_{0}\right)-s_{2^{j}-1}\left(f, x_{0}\right)=O\left(2^{-j \min \{\alpha, n-1\}}\right) \tag{48}
\end{equation*}
$$

for all $j=0,1, \ldots, L=0,1 \cdots 2^{j}-1$. Using (18) and Lemmas 2.2 and 2.3, we have

$$
\begin{align*}
& \left|s_{2^{j}+L}\left(f, x_{0}\right)-s_{2^{j}-1}\left(f, x_{0}\right)\right| \\
& \quad \leqslant 2^{j} \int_{-\infty}^{\infty}\left|f(x)-P\left(x-x_{0}\right)\right| \sum_{v \in \mathbb{Z}}\left|\psi\left(2^{j} x+v\right)\right|\left|\psi\left(2^{j} x_{0}+v\right)\right| d x \\
& \quad \leqslant \mathscr{C}(n) 2^{j} \int_{-\infty}^{\infty}\left|f(x)-P\left(x-x_{0}\right)\right| \mu\left(2^{j}\left(x-x_{0}\right)\right) d x, \tag{49}
\end{align*}
$$

where $\mu(u)=\mathscr{C} /\left(1+|u|^{n}\right)$. Let $j_{0}$ be a positive integer such that

$$
\frac{1}{h} \int_{\left|x-x_{0}\right| \leqslant h}\left|f(x)-P\left(x-x_{0}\right)\right| d x \leqslant \mathscr{C} h^{\alpha}, \quad 0<h \leqslant 2^{j_{0}} .
$$

The monotonicity of $\mu$ implies that for all $j \geqslant j_{0}$

$$
\begin{align*}
\mid s_{2^{j}+L}(f, & \left.x_{0}\right)-s_{2^{j}-1}\left(f, x_{0}\right) \mid \\
& \leqslant 2^{j+1} \mu(0) \int_{\left|x-x_{0}\right| \leqslant 2^{-j}}\left|f(x)-P\left(x-x_{0}\right)\right| d t \\
& +\sum_{k=-j+1}^{-j_{0}} 2^{j+1} \mu\left(2^{j+k}\right) \int_{\left|x-x_{0}\right| \leqslant 2^{k}}\left|f(x)-P\left(x-x_{0}\right)\right| d t \\
& +\sum_{k=-j_{0}+1}^{\infty} 2^{j+1} \mu\left(2^{j+k}\right) \int_{\left|x-x_{0}\right| \leqslant 2^{k}}\left|f(x)-P\left(x-x_{0}\right)\right| d t \\
= & \Sigma_{0}+\Sigma_{1}+\Sigma_{2} . \tag{50}
\end{align*}
$$

The sums $\Sigma_{0}, \Sigma_{1}$ can be estimated as well as the similar ones in (34). Thus, we obtain

$$
\begin{equation*}
\Sigma_{0}+\Sigma_{1}=O\left(2^{-j \min \{\alpha, n-1\}}\right) . \tag{51}
\end{equation*}
$$

Using the evident relations

$$
\begin{array}{ll}
\int_{\left|x-x_{0}\right| \leqslant h}\left|f(x)-P\left(x-x_{0}\right)\right| d t=O(h), & 0<h \leqslant 1, \\
\int_{\left|x-x_{0}\right| \leqslant h}\left|f(x)-P\left(x-x_{0}\right)\right| d t=O\left(h^{r+1}\right), & h \geqslant 1,
\end{array}
$$

we have

$$
\begin{aligned}
\Sigma_{2}= & O(1)\left(\sum_{k=-j_{0}+1}^{-1} 2^{j+k} \mu\left(2^{j+k}\right)+\sum_{k=0}^{\infty} 2^{j+k(r+1)} \mu\left(2^{j+k}\right)\right) \\
& +O(1)\left(2^{j(1-n)} \sum_{k=-j_{o}+1}^{\infty} 2^{k(1-n)}+2^{j(1-n)} \sum_{k=0}^{\infty} 2^{k(r-n+1)}\right) \\
= & O\left(2^{-j \min \{\alpha, n-1\}}\right) .
\end{aligned}
$$

This together with relations (49)-(51) implies (48). The case $\alpha=n-1$ is similar.

Remark. In the hypotheses of Theorem 3.2 the smoothness of $\psi$ can be replaced by (18).

## 4. EXPANSIONS WITH RESPECT TO BI-ORTHOGONAL WAVELET SYSTEMS

In this section we extend Theorem 3.1 to a wide class of wavelets (not necessary generated by a non-periodic scaling function). We shall use the definition of PMRA and general approach to periodic wavelets given on the basis of this definition in [15]. To be more precise, we will briefly review the basic details of this approach.

Let us introduce more notations. If $f$ is a periodic function, then $S_{j} f=$ $f\left(\cdot+2^{-j}\right)$. If $f \in L(\mathbb{T})$, then $\omega_{n}^{j} f$ is a 1-periodic function defined by its Fourier series

$$
\sum_{\ell \in \mathbb{Z}} \hat{f}\left(2^{j} \ell+n\right) e^{2 \pi i\left(2^{j} \ell+n\right) x} .
$$

Definition 4.1. Let $X=L_{p}(\mathbb{T}), \quad 1 \leqslant p<\infty \quad$ or $\quad X=C(\mathbb{T}), \quad V_{j} \subset X$, $j=0,1, \ldots$. The collection $\left\{V_{j}\right\}_{j=0}^{\infty}$ is called a PMRA in $X$, if the following properties hold:

MR1. $\quad V_{j} \subset V_{j+1}, j=0,1,2, \ldots$;
MR2. $\bigcup_{j=0}^{\infty} V_{j}$ is dense in $X$;
MR3a. $\operatorname{dim} V_{j}=2^{j}, j=0,1,2, \ldots$;
MR3b. $\operatorname{dim}\left\{f \in V_{j}: S_{j} f=\lambda f\right\} \leqslant 1$ for all $\lambda \in \mathbb{R}, j=0,1,2, \ldots$;
MR4a. if $f \in V_{j}$, then $f(2 \cdot) \in V_{j+1}, j=0,1,2, \ldots$;
MR4b. if $f \in V_{j+1}$, then $f(\cdot / 2)+f((\cdot+1) / 2) \in V_{j}, j=0,1,2, \ldots$;
MR4c. if $f \in V_{j}$, then $S_{j} f \in V_{j}, j=0,1,2, \ldots$.

Let $\left\{V_{j}\right\}_{j=0}^{\infty}$ be a PMRA. A sequence of functions $\left\{G_{j}\right\}_{j=0}^{\infty}$ is said to be a scaling sequence (for this PMRA), if $G_{j} \in V_{j}$ and the functions $S_{j}^{k} G_{j}$, $k=0, \ldots, 2^{j}-1$, constitute a basis of the space $V_{j}$ for all $j=0,1, \ldots$.

Theorem 4.2. Let $X=L_{p}(\mathbb{T}), 1 \leqslant p<\infty$ or $X=C(\mathbb{T})$. A sequence of functions $\left\{G_{j}\right\}_{j=0}^{\infty} \subset X$ is a scaling sequence for some PMRA if and only if the following properties hold:

G1. $\quad \hat{G}_{0}(k)=0$ for all $k \neq 0$;
G2. for all $j=0,1, \ldots$ and $k=0,1, \ldots, 2^{j}-1$ there exists $m \in \mathbb{Z}$ such that $\hat{G}_{j}\left(2^{j} m+k\right) \neq 0$;

G3. for all $k \in \mathbb{Z}$ there exists $j \in\{0,1, \ldots\}$ such that $\hat{G}_{j}(k) \neq 0$;
G4. for each $j=0,1, \ldots$ and $k \in \mathbb{Z}$ there exists $\lambda_{k}^{j} \neq 0$ such that $\hat{G}_{j}\left(2^{j} m+k\right)=\lambda_{k}^{j} \hat{G}_{j+1}\left(2^{j+1} m+2 k\right)$ for all $m \in \mathbb{Z}$;

G5. for each $j=0,1, \ldots$ and $k \in \mathbb{Z}$ there exists $\delta_{k}^{j} \in \mathbb{R}$ such that $\hat{G}_{j}\left(2^{j+1} m+k\right)=\delta_{k}^{j} \hat{G}_{j+1}\left(2^{j+1} m+k\right)$ for all $m \in \mathbb{Z}$.

In particular, this theorem implies that a scaling sequence exists in each PMRA. It is clear that for each scaling function $\varphi$ the collection of sets $V_{j}$ defined by (6) is a PMRA in the sense of Definition 4.1 and the functions $\Phi_{j 0}$ defined by (5) constitute a scaling sequence for this PMRA.

Let us consider pairs of PMRA with the first component $\left\{V_{j}\right\}_{j=0}^{\infty}$ in $L_{p}$, $1 \leqslant p<\infty$ and the second one $\left\{\widetilde{V}_{j}\right\}_{j=0}^{\infty}$ in $L_{q}, 1 / p+1 / q=1(C$ for $p=1)$ and call them ( $p, q$ )-pairs of PMRA.

Proposition 4.3. If $\left(\left\{V_{j}\right\}_{j=0}^{\infty},\left\{\tilde{V}_{j}\right\}_{j=0}^{\infty}\right)$ is a $(p, q)$-pair of PMRA and $\left\{G_{j}\right\}_{j=0}^{\infty}$ and $\left\{\widetilde{G}_{j}\right\}_{j=0}^{\infty}$ are scaling sequences for $\left\{V_{j}\right\}_{j=0}^{\infty}$ and $\left\{\widetilde{V}_{j}\right\}_{j=0}^{\infty}$, respectively, then the shift bases $\left\{S_{j}^{n} G_{j}\right\}_{n=0}^{2^{j}-1}$ in $V_{j}$ and $\left\{S_{j}^{n}=\tilde{G}_{j}\right\}_{n=0}^{2^{j}-1}$ in $\widetilde{V}_{j}$ are bi-orthonormal if and only if

$$
\begin{equation*}
\left\langle\omega_{n}^{j} G_{j}, \omega_{n}^{j} \widetilde{G}_{j}\right\rangle=2^{-j} . \tag{52}
\end{equation*}
$$

Let $\left(\left\{G_{j}\right\}_{j=0}^{\infty},\left\{\widetilde{G}_{j}\right\}_{j=0}^{\infty}\right)$ be scaling sequences of a $(p, q)$-pair of PMRA $\left(\left\{V_{j}\right\}_{j=0}^{\infty},\left\{\widetilde{V}_{j}\right\}_{j=0}^{\infty}\right)$ and let $H_{j}, \widetilde{H}_{j}, j=0,1, \ldots$ be 1-periodic functions with the Fourier coefficients $\hat{H}_{j}(r), \hat{H}_{j}(r), r \in \mathbb{Z}$, respectively, defined by

$$
\hat{H}_{j}(r)=e^{\pi i 2^{-j r}} \widetilde{\delta}_{2^{j}+r}^{j} \hat{G}_{j+1}(r), \quad \hat{\tilde{H}}_{j}(r)=e^{\pi i 2^{-j_{r}}} \bar{\delta}_{2^{j}+r}^{j^{j}} \hat{\tilde{G}}_{j+1}(r),
$$

where $\delta_{k}^{j}, \widetilde{\delta}_{k}^{j}$ are the factors from Theorem 4.2 for the sequences $\left\{G_{j}\right\}_{j=0}^{\infty}$, $\left\{\widetilde{G}_{j}\right\}_{j=0}^{\infty}$, respectively. The functions $H_{j}, \widetilde{H}_{j}$ are called wavelet functions and the spaces

$$
\begin{aligned}
& W_{j}=\operatorname{span}\left\{S_{j}^{n} H_{j}, n=0, \ldots, 2^{j}-1\right\}, \\
& \tilde{W}_{j}=\operatorname{span}\left\{S_{j}^{n} \tilde{H}_{j}, n=0, \ldots, 2^{j}-1\right\}
\end{aligned}
$$

are called wavelet spaces of the $(p, q)$-pair $\left(\left\{V_{j}\right\}_{j=0}^{\infty},\left\{\widetilde{V}_{j}\right\}_{j=0}^{\infty}\right)$.

Theorem 4.4. Let $\left(\left\{V_{j}\right\}_{j=0}^{\infty},\left\{\widetilde{V}_{j}\right\}_{j=0}^{\infty}\right)$ be a $(p, q)$-pair of PMRA, and let $\left\{G_{j}\right\}_{j=0}^{\infty},\left\{\widetilde{G}_{j}\right\}_{j=0}^{\infty}$ be their scaling sequences, $\left\{H_{j}\right\}_{j=0}^{\infty},\left\{\widetilde{H}_{j}\right\}_{j=0}^{\infty}$ are corresponding wavelet function sequences, $W_{j}, j=0,1, \ldots$ are wavelet spaces. If (52) holds, then

## H1. $W_{j} \subset V_{j+1}$;

H2. each function $f \in V_{j}, j=1,2, \ldots$ can be represented in the form $f=f_{1}+f_{2}$, where $f_{1} \in V_{j-1}, f_{2} \in W_{j-1}$;

H3. $\left\langle S_{j_{1}}^{n_{1}} H_{j_{1}}, S_{j_{2}}^{n_{2}} \widetilde{H}_{j_{2}}\right\rangle=0$ for all $j_{1}, j_{2}=0,1, \ldots, j_{1} \neq j_{2}, n_{1}=0, \ldots, 2^{j_{1}}-1$, $n_{2}=0, \ldots 2^{j_{2}}-1$;

H4. $\left\langle S_{j}^{n_{1}} H_{j}, S_{j}^{n_{2}} \widetilde{H}_{j}\right\rangle=\delta_{n_{1}, n_{2}}$ for all $j=0,1, \ldots, n_{1}, n_{2}=0, \ldots, 2^{j}-1$.
Next we fix a $(p, q)$-pair $\left(\left\{V_{j}\right\}_{j=0}^{\infty},\left\{\widetilde{V}_{j}\right\}_{j=0}^{\infty}\right)$ satisfying the hypothesis of Theorem 4.4. For each $f \in L_{p}$ we can consider the following wavelet expansion:

$$
\begin{equation*}
\left\langle f, \widetilde{G}_{0}\right\rangle G_{0}+\sum_{j=0}^{\infty} \sum_{n=0}^{2^{j}-1}\left\langle f, S_{j}^{n} \tilde{H}_{j}\right\rangle, S_{j}^{n} H_{j} . \tag{53}
\end{equation*}
$$

This double series can be transformed to a single one as was done for (7). Let $s_{N}$ denote the partial sum of this single series. Notice that, due to Theorem 4.4,

$$
\begin{equation*}
s_{2^{j}-1}(f)=\sum_{n=0}^{2^{j}-1}\left\langle f, S_{j}^{n} \widetilde{G}_{j}\right\rangle S_{j}^{n} G_{j} . \tag{54}
\end{equation*}
$$

Theorem 4.5. Let $f \in \mathscr{L}_{\alpha}\left(x_{0}\right), \alpha>0$. If for all $x \in[-1 / 2,1 / 2]$

$$
\begin{equation*}
\left|G_{j}(x)\right| \leqslant \mathscr{C} \frac{2^{j(1-\kappa)}}{1+\left(2^{j}|x|\right)^{m}}, \quad\left|\widetilde{G}_{j}(x)\right| \leqslant \mathscr{C} \frac{2^{j \kappa}}{1+\left(2^{j}|x|\right)^{m}}, \quad m>1, \tag{55}
\end{equation*}
$$

then

$$
\begin{equation*}
s_{2^{j}-1}\left(f, x_{0}\right)-s=O\left(2^{-j \min \{\alpha, m-1\}}\right), \quad j \rightarrow \infty \tag{56}
\end{equation*}
$$

if $\alpha \neq m-1$,

$$
\begin{equation*}
s_{2^{j}-1}\left(f, x_{0}\right)-s=O\left(j 2^{-j \alpha}\right), \quad j \rightarrow \infty, \tag{57}
\end{equation*}
$$

if $\alpha=m-1$. If, moreover, for all $x \in[-1 / 2,1 / 2]$

$$
\begin{equation*}
\left|H_{j}(x)\right| \leqslant \mathscr{C} \frac{2^{j(1-\lambda)}}{1+\left(2^{j}|x|\right)^{n}}, \quad\left|\tilde{H}_{j}(x)\right| \leqslant \mathscr{C} \frac{2^{j \lambda}}{1+\left(2^{j}|x|\right)^{n}}, \quad n>1, \tag{58}
\end{equation*}
$$

then

$$
\begin{equation*}
s_{N}\left(f, x_{0}\right)-s=O\left(N^{-\min \{\alpha, n-1\}}\right), \quad N \rightarrow \infty, \tag{59}
\end{equation*}
$$

if $\alpha \neq n-1$;

$$
\begin{equation*}
s_{N}\left(f, x_{0}\right)-s=O\left(N^{-\alpha} \log N\right), \quad N \rightarrow \infty \tag{60}
\end{equation*}
$$

if $\alpha=n-1$.
Proof. Consider the case $\alpha \neq n-1, \alpha \neq m-1$. First we note that, by (55), (58), the functions $\widetilde{G}_{j}, \widetilde{H}_{j}$ are bounded. Hence the sums $s_{N}(f)$ can be considered for each $f \in L(\mathbb{T})$. By Theorems 4.2 and 4.4, $s_{N}(h)=h$ for all $h \equiv$ const and all $N=0,1 \ldots$. Then

$$
\begin{equation*}
s_{2^{j}-1}\left(f, x_{0}\right)-s=\int_{0}^{1}(f(t)-s) \sum_{k=0}^{2^{j}-1} S_{j}^{k} G_{j}\left(x_{0}\right) \overline{S_{j}^{k} \widetilde{G}_{j}(t)} d t . \tag{61}
\end{equation*}
$$

The functions $S_{j}^{k} G_{j}, S_{j}^{k} \widetilde{G}_{j}$ can be represented in the form

$$
S_{j}^{k} G_{j}=\sum_{\ell \in \mathbb{Z}} g_{j}\left(2^{j} x+2^{j} \ell+k\right), \quad S_{j}^{k} \widetilde{G}_{j}=\sum_{\ell \in \mathbb{Z}} \tilde{g}_{j}\left(2^{j} x+2^{j} \ell+k\right),
$$

where

$$
\begin{aligned}
& g_{j}(t)= \begin{cases}G_{j}\left(2^{-j} t\right), & \text { if } t \in\left[-2^{j-1}, 2^{j-1}\right], \\
0, & \text { otherwise, }\end{cases} \\
& \tilde{g}_{j}(t)= \begin{cases}\widetilde{G}_{j}\left(2^{-j} t\right), & \text { if } t \in\left[-2^{j-1}, 2^{j-1}\right], \\
0, & \text { otherwise. }\end{cases}
\end{aligned}
$$

Then, by (55),

$$
\left|g_{j}(t)\right| \leqslant \mathscr{C} \frac{2^{j(1-\kappa)}}{1+|t|^{m}}, \quad\left|\tilde{g}_{j}(t)\right| \leqslant \mathscr{C} \frac{2^{j \kappa}}{1+|t|^{m}}
$$

Hence applying Lemmas 2.2 and 2.3 to (61), we have

$$
\left|s_{2^{j}-1}\left(f, x_{0}\right)-s\right| \leqslant 2^{j} \int_{-\infty}^{\infty}|f(t)-s| \mu\left(2^{j}\left(t-x_{0}\right)\right) d t,
$$

where $\mu(u)=\mathscr{C} /\left(1+|u|^{m}\right)$. The right-hand side in this inequality is the same as it was in (32). Hence to prove (56), it remains to repeat the arguments of the proof of Theorem 3.1 based on (32). Now we assume that (58) holds. By (56), the sums $s_{2^{j}-1}\left(f, x_{0}\right)$ converge to $s$ as $j \rightarrow \infty$. On the basis of this and (16), for (56) it suffices to prove that

$$
s_{2^{j}-1}\left(f, x_{0}\right)-s_{2^{j}+L}\left(f, x_{0}\right)=O\left(2^{-j \min \{\alpha, n-1\}}\right)
$$

for all $j=0,1, \ldots, L=0,1, \ldots, 2^{j}-1$. By Theorem 4.4,

$$
\int_{0}^{1} S_{j}^{k} \tilde{H}_{j}=\int_{0}^{1} G_{0} S_{j}^{k} \tilde{H}_{j}=0
$$

for all $j=0,1, \ldots, k=0, \ldots, 2^{j}-1$. This implies that

$$
s_{2^{j}-1}\left(f, x_{0}\right)-s_{2^{j}+L}\left(f, x_{0}\right)=\int_{0}^{1}(f(t)-s) \sum_{k=0}^{L} S_{j}^{k} H_{j}\left(x_{0}\right) \overline{S_{j}^{k} \tilde{H}_{j}(t)} d t .
$$

Similarly to the proof of (56) we can conclude from this that

$$
\left|s_{2^{j}-1}\left(f, x_{0}\right)-s_{2^{j}+L}\left(f, x_{0}\right)\right| \leqslant 2^{j} \int_{-\infty}^{\infty}|f(t)-s| \mu\left(2^{j}\left(t-x_{0}\right)\right) d t,
$$

where $\mu(u)=\mathscr{C} /\left(1+|u|^{n}\right)$. Again it remains to repeat the arguments used for Theorem 3.1. The cases $\alpha=n-1, \alpha=m-1$ are similar.

The assumption $m>1$ in (55) cannot be relaxed. Moreover, if we consider this assumption separately for the first and the second PMRA with $m_{1}$ and $m_{2}$, respectively, then neither $m_{1}>1$ nor $m_{2}>1$ can be relaxed. Let $\left(\left\{V_{j}\right\}_{j=0}^{\infty},\left\{\widetilde{V}_{j}\right\}_{j=0}^{\infty}\right)$ be the pair of PMRA defined as follows. The second component $\left\{\widetilde{V}_{j}\right\}_{j=0}^{\infty}$ is a PMRA generated by the scaling function $\varphi$ defined by (42). The functions

$$
\widetilde{G}_{j}(x)=\sum_{\ell \in \mathbb{Z}} \varphi\left(2^{j} x+2^{j} \ell\right)=2^{-j} \sum_{k \in \mathbb{Z}} \hat{\varphi}\left(2^{-j} k\right) e^{2 \pi i k x}, \quad j=0,1, \ldots
$$

constitute a scaling sequence in $\left\{\tilde{V}_{j}\right\}_{j=0}^{\infty}$. We define the space $V_{j}$ as the linear span of the functions $S_{j}^{n} G_{j}$, where

$$
G_{j}(x)=\sum_{k=-2^{j-1}}^{2^{j-1}} \overline{\left(\hat{\varphi}\left(2^{-j} k\right)\right)^{-1}} e^{2 \pi i k x} \cdot 2
$$

It is clear that $\left\{V_{j}\right\}_{j=0}^{\infty}$ is a PMRA and $\left\{G_{j}\right\}_{j=0}^{\infty}$ is a scaling sequence of this PMRA. Orthonormal wavelet system of this PMRA was investigated in [2]. Since for each $j=0,1, \ldots$ the sequences $S_{j}^{k} G_{j}, S_{j}^{k} \widetilde{G}_{j}$ satisfy (52), they are bi-orthonormal and the corresponding wavelet systems $S_{j}^{k} H_{j}, S_{j}^{k} \widetilde{H}_{j}$ are bi-orthonormal too, due to Theorem 4.4. The functions $G_{j}, \widetilde{G}_{j}$ are, evidently,

[^1]in $L_{\infty}(\mathbb{T})$. Hence for any $f \in L(\mathbb{T})$ we can consider both the wavelet expansions, (53) and
\[

$$
\begin{equation*}
\left\langle f, G_{0}\right\rangle \tilde{G}_{0}+\sum_{i=0}^{\infty} \sum_{n=0}^{2^{j}-1}\left\langle f, S_{j}^{n} H_{j}\right\rangle S_{j}^{n} \tilde{H}_{j} . \tag{62}
\end{equation*}
$$

\]

Let $\tilde{s}_{N}(f)$ denote the $N$ th partial sum of this series. Since $\varphi$ is compactly supported, (55) holds for $\tilde{G}_{j}$ with any $m>1$. It is not difficult to check that

$$
\left|G_{j}(y)\right| \leqslant \frac{1+\mathscr{C} 2^{j}}{2^{j}|y|} .
$$

Thus, (55) holds for $G_{j}$ with $m=1, \kappa=0$. It is possible to prove that for an arbitrary $\gamma(u)=o(1), u \rightarrow \infty$ there exist functions $f_{1}, f_{2} \in L(\mathbb{T})$ supported on $[1 / 4,1 / 2]$ such that

$$
\begin{aligned}
& \gamma^{-1}\left(2^{j}\right) s_{2^{j}-1}\left(f_{1}, 0\right) \underset{j \rightarrow \infty}{\longrightarrow} \infty, \\
& \gamma^{-1}\left(2^{j}\right) \tilde{s}_{2^{j}-1}\left(f_{2}, 0\right) \underset{j \rightarrow \infty}{ } .
\end{aligned}
$$

On the other hand, the series in (53), (62) converge to zero for each $f \in \mathscr{L}_{\alpha}(0), \alpha>0$.

## 5. DISCRETE WAVELET FOURIER TRANSFORM

In this section we consider wavelets generated by a compactly supported scaling function. Such wavelets are very important for various applications, in particular for the reconstruction of functions. There exists a fast scheme for the computation of the wavelet Fourier coefficients of a reconstructed function (subband filtering scheme). The algorithm is based on the following arguments. Due to (2), (3), the coefficients of the $j$ th level (corresponding to the basis elements of the spaces $V_{j}, W_{j}$ ) can be expressed by the coefficients of the $(j-1)$ th level. This allows recursive formulas to be obtained. The smaller the support of a scaling function, the faster is the process of the computation by these formulas. However, recursive processes accumulate errors from level to level. Thus, for large $j$ computations can give wrong results. We propose an alternative algorithm for the reconstruction of functions based on wavelet expansions. The idea is to replace wavelet Fourier coefficients by their discrete analogs, which can be computed without any recursion. In other words, we are going to introduce a wavelet analog of DFT (the discrete Fourier transform for the trigonometric system). It is well known that for a smooth function its DFT is close to the corresponding Fourier coefficient, but the former is more preferable for numerical problems.

Further we fix a PMRA $\left\{V_{j}\right\}_{j=0}^{\infty}$ generated by a scaling function $\varphi$ such that $\operatorname{supp} \varphi \in[-R, R]$. Set

$$
K_{j}(x, y)=\sum_{\ell=0}^{2^{j}-1} \Phi_{j \ell}(x) \overline{\Phi_{j \ell}(y)}
$$

where $\Phi_{j \ell}$ are functions defined by (5).
Theorem 5.1. For each $j=0,1, \ldots$ there exist $y_{k s} \in[0,1], k=0, \ldots$, $2^{j}-1, s=1, \ldots, M$, where $M$ depends only on $R$, and constants $\alpha_{1}, \ldots, \alpha_{M}$ such that for all $f \in V_{j}$ and all $x \in[0,1]$

$$
\begin{equation*}
f(x)=2^{-j} \sum_{k=0}^{2 j-1} \sum_{s=1}^{M} \alpha_{s} f\left(y_{k s}\right) K_{j}\left(x, y_{k s}\right) . \tag{63}
\end{equation*}
$$

Our proof of this theorem is based on the following auxiliary statements.
Lemma 5.2. For all $f_{1}, \ldots, f_{N} \in L[0,1]$, there exist $y_{1}, \ldots, y_{M} \in[0,1]$ and $\alpha_{1}, \ldots, \alpha_{M} \in \mathbb{R}, M \leqslant N$, such that

$$
\begin{equation*}
\sum_{i=1}^{M} \alpha_{i} f_{j}\left(y_{i}\right)=\int_{0}^{1} f_{j}, \quad j=1 \cdots N . \tag{64}
\end{equation*}
$$

Proof. If there exist $y_{1}, \ldots, y_{N} \in[0,1]$ such that $\operatorname{det}\left\{f_{j}\left(y_{i}\right)\right\}_{i, j=1}^{N} \neq 0$, then $\alpha_{1}, \ldots, \alpha_{N}$ can be found as a solution of the linear system (64). Otherwise, the dimension of the space of the vectors $r(y)=\left(f_{1}(y), \ldots, f_{N}(y)\right)$, $y \in[0,1]$ is equal to $M<N$. Thus, there exist $y_{1}, \ldots, y_{M} \in[0,1]$ and $k_{1}, \ldots, k_{M} \in\{1, \ldots, N\}$ such that $\operatorname{det}\left\{f_{k_{j}}\left(y_{i}\right)\right\}_{i, j=1}^{M} \neq 0, f_{k_{l}}\left(y_{i}\right)=\sum_{j=1}^{M} \times$ $\beta_{l j} f_{k_{j}}\left(y_{i}\right), i=1, \ldots, M, l=M+1, \ldots, N$. Let $\alpha_{1}, \ldots, \alpha_{M}$ be a solution of the system

$$
\sum_{i=1}^{M} \alpha_{i} f_{k_{j}}\left(y_{i}\right)=\int_{0}^{1} f_{k_{j}}, \quad j=1 \cdots M .
$$

Since the vectors $r\left(y_{i}\right), i=1, \ldots, M$, constitute a basis, for each $y \in[0,1]$ there exist numbers $\lambda_{j}(y)$ such that $f_{j}(y)=\sum_{i=1}^{M} \lambda_{i}(y) f_{j}\left(y_{i}\right), j=1, \ldots, N$. Hence, for all $\ell>M$ we have

$$
\begin{aligned}
\int_{0}^{1} f_{k_{l}}(y) d y & =\int_{0}^{1} \sum_{i=1}^{M} \lambda_{i}(y) f_{k_{l}}\left(y_{i}\right) d y=\int_{0}^{1} \sum_{i=1}^{M} \lambda_{i}(y) \sum_{j=1}^{M} \beta_{l j} f_{k_{j}}\left(y_{i}\right) d y \\
& =\sum_{j=1}^{M} \beta_{l j} \int_{0}^{1} f_{k_{j}}(y) d y=\sum_{i=1}^{M} \alpha_{i} \sum_{j=1}^{M} \beta_{l j} f_{k_{j}}\left(y_{i}\right)=\sum_{i=1}^{M} \alpha_{i} f_{k_{l}}\left(y_{i}\right) .
\end{aligned}
$$

Lemma 5.3. Let $j$ be a positive integer, $x, t \in[0,1], y_{k}=2^{-j}(t+k)$, $k=0, \ldots, 2^{j}-1$. Then

$$
2^{-j} \sum_{k=0}^{2^{j}-1}\left|K_{j}\left(x, y_{k}\right)\right| \leqslant \mathscr{C}
$$

Proof. Since $\varphi$ is compactly supported, for all $j$ large enough

$$
\begin{aligned}
2^{-j} & \sum_{k=0}^{2^{j}-1}\left|K_{j}\left(x, y_{k}\right)\right| \\
& \leqslant \sum_{k=0}^{2^{j}-1} \sum_{n=0}^{2^{j}-1} \sum_{\ell_{1} \in \mathbb{Z}}\left|\varphi\left(2^{j} x+2^{j} \ell_{1}+n\right)\right| \sum_{\ell \in \mathbb{Z}}\left|\varphi\left(2^{j} y_{k}+2^{j} \ell+n\right)\right| \\
& \leqslant \sum_{k=0}^{2^{j}-1} \sum_{n=0}^{2^{j}-1} \sum_{\ell_{1} \in \mathbb{Z}}\left|\varphi\left(2^{j} x+2^{j} \ell_{1}+n\right)\right| \sum_{\ell \in \mathbb{Z}}\left|\varphi\left(t+k+2^{j} \ell_{1}+n+2^{j} \ell\right)\right| \\
& \leqslant \sum_{\ell \in \mathbb{Z}} \sum_{k=0}^{2^{j}-1} \sum_{n \in \mathbb{Z}}\left|\varphi\left(2^{j} x+n\right) \varphi\left(t+k+n+2^{j} \ell\right)\right| \\
& \leqslant \sum_{k=0}^{2^{j}-1} \sum_{n \in \mathbb{Z}}\left|\varphi\left(2^{j} x+n\right) \varphi(t+k+n)\right| .
\end{aligned}
$$

It remains to note that, by Lemma 2.3,

$$
\sum_{k=0}^{2^{j}-1} \sum_{n \in \mathbb{Z}}\left|\varphi\left(2^{j} x+n\right) \varphi(t+k+n)\right| \leqslant \mathscr{C} \sum_{k \in \mathbb{Z}} \mu\left(\frac{2^{j} x-t-k}{4}\right) \leqslant \mathscr{C} \sum_{k \in \mathbb{Z}} \mu(k),
$$

where $\mu$ is an even compactly supported majorant of $\varphi$ decreasing on $[0, \infty]$.

Proof of Theorem 5.1. Consider the functions $h_{v \mu}(t)=\varphi(t+v) \overline{\varphi(t+\mu)}$, $v, \mu \in \mathbb{Z}$ defined on $[0,1]$. Since $h_{\nu \mu} \not \equiv 0$ only if $-1-R \leqslant v, \mu \leqslant R$, by Lemma 5.2, there exist $t_{s} \in[0,1], \alpha_{s} \in \mathbb{R}, s=1, \ldots, M$, such that

$$
\begin{equation*}
\sum_{s=1}^{M} \alpha_{s} h_{v \mu}\left(t_{s}\right)=\int_{0}^{1} h_{v \mu} \tag{65}
\end{equation*}
$$

for all $\mu, v \in \mathbb{Z}$. Let $S$ denote the right-hand side of (63) with $y_{k s}=$ $2^{-j}\left(k+t_{s}\right)$. Since both $f$ and $S$ are elements of the space $V_{j}$, it suffices to prove that

$$
\begin{equation*}
\int_{0}^{1} \overline{f \overline{\Phi_{j n}}}=\int_{0}^{1} S \overline{\Phi_{j n}} \tag{66}
\end{equation*}
$$

for all $j=0,1, \ldots, n=0, \ldots, 2^{j}-1$. If $a_{n}=\int_{0}^{1} \overline{f \Phi_{j n}}$, then $f=\sum_{n=0}^{2^{j}-1} a_{n} \Phi_{j n}$ and

$$
\begin{aligned}
\int_{0}^{1} S \overline{\Phi_{j n}} & =2^{-j} \sum_{m=0}^{2^{j}-1} a_{m} \sum_{k=0}^{2^{j}-1} \sum_{s=1}^{M} \alpha_{s} \sum_{r=0}^{2 j-1} \Phi_{j m}\left(y_{k s}\right) \overline{\Phi_{j r}\left(y_{k s}\right)} \int_{0}^{1} \overline{\Phi_{j n}} \Phi_{j r} \\
& =2^{-j} \sum_{m=0}^{2^{j}-1} a_{m} \sum_{k=0}^{2^{j}-1} \sum_{s=1}^{M} \alpha_{s} \Phi_{j m}\left(y_{k s}\right) \overline{\Phi_{j n}\left(y_{k s}\right)}=\sum_{m=0}^{2^{j}-1} a_{m} A_{n m} .
\end{aligned}
$$

Next, by (65),

$$
\begin{aligned}
A_{n m} & =\sum_{s=1}^{M} \alpha_{s} \sum_{k=0}^{2^{j}-1} \sum_{l_{1} \in \mathbb{Z}} \varphi\left(t_{s}+2^{j} l_{1}+k+m\right) \sum_{l \in \mathbb{Z}} \overline{\varphi\left(t_{s}+2^{j} l+k+n\right)} \\
& =\sum_{s=1}^{M} \alpha_{s} \sum_{l \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \varphi\left(t_{s}+k\right) \overline{\varphi\left(t_{s}+2^{j} l+k+n-m\right)} \\
& =\sum_{k \in \mathbb{Z}} \sum_{l \in \mathbb{Z}} \int_{0}^{1} \varphi(t+k) \overline{\varphi\left(t+k+2^{j} l+(n-m)\right)} d t \\
& =\sum_{l \in \mathbb{Z}} \int_{-\infty}^{\infty} \varphi(t) \overline{\varphi\left(t+2^{j} l+(n-m)\right)} d t .
\end{aligned}
$$

Since $\{\varphi(t+v)\}_{v \in \mathbb{Z}}$ is an orthonormal system on $\mathbb{R}, A_{n m}$ does not vanish only for $n=m$, and $A_{n n}=1$. Hence $\sum_{m \in \mathbb{Z}} a_{m} A_{n m}=a_{n}$. This yields Theorem 5.1.

Corollary 5.4. If $f, g \in V_{j}$, then

$$
\begin{equation*}
\langle f, g\rangle=2^{-j} \sum_{k=0}^{2 j-1} \sum_{s=1}^{M} \alpha_{s} f\left(y_{k s}\right) g\left(y_{k s}\right) . \tag{67}
\end{equation*}
$$

Proof. Equality (67) follows immediately from (63) if we take into account that

$$
\int_{0}^{1} g(t) K_{j}(t, y) d t=g(y)
$$

We now consider an arbitrary 1-periodic function $f$ defined at each point. Set

$$
\sigma_{j}(f, x)=2^{-j} \sum_{k=0}^{2^{j}-1} \sum_{s=1}^{M} \alpha_{s} f\left(y_{k s}\right) K_{j}\left(x, y_{k s}\right) .
$$

Theorem 5.5. If $f \in C$, then

$$
\begin{equation*}
\left\|f-\sigma_{j}(f)\right\|_{\infty} \leqslant \mathscr{C} E_{2^{j}}(f)_{\infty}, \tag{68}
\end{equation*}
$$

Proof. Let $g$ be an element of best approximation in $V_{j}$ to $f$. Since, due to (63), $\sigma_{j}(g, x)=g$, we easily obtain (68) from Lemma 51.

This theorem, together with Theorem 2.1, shows that $\sigma_{j}(f)$ is a good tool of approximation for smooth functions. (67) implies that $\sigma_{j}(f)$ can be represented as the wavelet expansion

$$
\sigma_{j}(f)=\sum_{n=0}^{2 j-1} c_{n}(f) w_{n}
$$

where

$$
c_{n}(f)=2^{-j} \sum_{k=0}^{2^{j}-1} \sum_{s=1}^{M} \alpha_{s} f\left(y_{k s}\right) w_{n}\left(y_{k s}\right), \quad n=0, \ldots, 2^{j}-1 .
$$

A coefficient $c_{n}(f)$ will be called a discrete wavelet Fourier transform (DWFT) of $f$.

Theorem 5.6. If $f \in C, \quad j=0,1, \ldots, \quad \ell=0, \ldots, j-1, \quad r=0, \ldots, 2^{\ell}-1$, $n=2^{\ell}+r$, then

$$
\begin{equation*}
\left|c_{n}(f)-\left\langle f, w_{n}\right\rangle\right| \leqslant \mathscr{C} 2^{-\ell / 2} E_{2^{j}}(f)_{\infty} \tag{69}
\end{equation*}
$$

Proof. Let $g$ be an element of best approximation in $V_{j}$ to $f$. By (67), $c_{n}(g)=\left\langle g, w_{n}\right\rangle$. Hence

$$
\begin{aligned}
\left|c_{n}(f)-\left\langle f, w_{n}\right\rangle\right| & \leqslant\left|c_{n}(f-g)-\left(f-g, w_{n}\right\rangle\right| \\
& \leqslant E_{2^{j}}(f)_{\infty}\left(2^{-j} \sum_{k=0}^{2 j-1} \sum_{s=1}^{M}\left|\alpha_{s}\right|\left|w_{n}\left(y_{k s}\right)\right|+\int_{0}^{1}\left|w_{n}\right|\right) .
\end{aligned}
$$

Since $w_{n}\left(y_{k s}\right)=\int_{0}^{1} w_{n}(t) K_{j}\left(t, y_{k s}\right) d t$, due to Lemma 5.3,

$$
\begin{equation*}
\left|c_{n}(f)-\left\langle f, w_{n}\right\rangle\right| \leqslant \mathscr{C} E_{2^{j}}(f)_{\infty} \int_{0}^{1}\left|w_{n}\right| . \tag{70}
\end{equation*}
$$

By the definition of $w_{n}$,

$$
\int_{0}^{1}\left|w_{n}(t)\right| d t \leqslant 2^{\ell / 2} \int_{0}^{1} \sum_{m \in \mathbb{Z}}\left|\psi\left(2^{\ell} t+2^{\ell} m+r\right)\right| d t=2^{-\ell / 2} \int_{-\infty}^{\infty}|\psi(t)| d t .
$$

Combining this with (70), we obtain (69).
We see that the wavelet Fourier coefficients of a smooth function can be replaced by DWFTs in problems of reconstruction of functions and
compression of information. The algorithm of computation is very simple, DWFT can be computed just by the definition. Finding the numbers $\alpha_{s}$ and the nodes $y_{k s}$ is not difficult in practice. We can take arbitrary points $t_{1}, \ldots, t_{M} \in[0,1]$ with $M=2([R]+1)^{2}$ and check if the determinant of the system (66) does not vanish. If these points are not suitable, we can try to succeed with other ones. Let us estimate complexity of this algorithm. Suppose the values $\alpha_{s}, w_{n}\left(y_{k s}\right)$ are known and count the number of operations that we need to compute all the coefficients $c_{n}(f), n=0, \ldots, 2^{j}-1$. Set $n=2^{\ell}+r, \ell<j, r=0, \ldots, 2^{\ell}-1,2^{\ell}>4 R$. Since $\varphi$ is supported on $[-R, R]$, the wavelet function $\psi$ is supported on [ $-2 R, 2 R$ ] (see [3, Chap. 5]). Hence $w_{n}(x) \neq 0$ only in the following cases:
(a) $r<2 R, 0 \leqslant x \leqslant 2^{-\ell}(2 R-r), 1-2^{-\ell}(2 R+r) \leqslant x \leqslant 1$;
(b) $2 R \leqslant r \leqslant 2^{\ell}-2 R, 1-2^{-\ell}(2 R+r) \leqslant x \leqslant 1-2^{-\ell}(r-2 R)$;
(c) $r \geqslant 2^{\ell}-2 R, 0 \leqslant x \leqslant 1-2^{-\ell}(r-2 R), 2-2^{-\ell}(2 R+r) \leqslant x \leqslant 1$.

So, only $4 R 2^{-\ell}$ terms of the sum $\sum_{k=0}^{2 j-1} w_{n}\left(y_{k s}\right) f\left(y_{k s}\right)$ do not vanish. Therefore, to compute $c_{n}(f)$ we should make at most $8 R M 2^{j-\ell}$ operations. This implies that the complexity of the whole algorithm does not exceed $8 R M(1+j) 2^{j}$.
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